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Definition
Let X be a set. Then o-algebra F is a

nonempty collection of subsets of X such
that the following hold:

1. X isin F.
2.1f Ae F, then A" e F.
3.If AeF,AekF,. . thenU AelkF.




Definition
Let (Q,F,P) be probability space and
(E,£). Then an (E,f)-valued random

variable is a function X :QQ — E which is
(F,£) measurable function.

X:QB@—)X(&))ER




Definition A random variable X with values in a measurable space

(X, A) (usually R" with the Borel sets as measurable subsets) has

as probability distribution probability distribution the measure

X P on (X, A): the density of X with respect to a reference

measure u on (X, A) is the Radon—Nikodym derivative f = dX—P

du
That is, f is any measurable function with the property that:

P{X e A}=]  dP =] fdu forany measurable set Ac A.




Sample PDF

Normal distribution
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Laplace distribution
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Expectation of the random variable

E(X)=|af, (x)ds

R




Sum of Random Variables
Y=X+X

FYl,z (y) — J] fxl,x2 (Xl’ X2 ) dxldxz

)= F =g (111001 o o

fL(y)=[f,(x)f (y=x)dx




Convolution
( fxl * fx2 )(x) = j fxl (7)- fx2 (x—7)dr

f(y)=(f, *..*f )(y)




Characteristic Function

Y=aX +aX +..+aXxX
¢Y (C()) — ¢a1X1+a2X2+...+aan (C()) — (Dalx1 (C())(Dazxz (C()) e ¢anxn (C())

f,(y)=7"(¢, (aw)o, (a.0)-..-p, (2.0))(y)




Least Square Approximation
of Characteristic Function

0, (0)~, (0)=0,(0).0,(0)=exp(LA, o)

0, (0)=9, (0)=0,(0)..0, (0)=exp(SA, o)




Least Square Approximation
of Characteristic Function
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Least Square Approximation
of Characteristic Function

(A, A,)= argmmlj(gpx( )~ ¢, (0)) do

Avhn  2TT S

(A A,)=argmin " [(p, (@)@, (o)) do




0, (0) = ¢, () =, (0)..0, ()
7.(0)=0,(0). 0, (0)=exp(STA, o)




f,(y)=F" (o @))(y)
F (o,(@)(y) = F (@,(®)(y)
£(y)=F"(9,(®))(y)

f() =" (exp(2B ")) )




According to the Parseval theorem for the
L, norm the error can be calculated in the

following way

f—f =] (f.(y)-f(y)dy=
1

- 1 (0.(@)-¢.(@)do

error =




Error of the Approximation
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error = — | (gpy(a)) — exp(i B ‘a)r )) dw
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Least Square Method
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Approximation
of the Characteristic Function

p(0)~exp(a 0 +a,0 +.ta o)
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Specific Form of the Dot Product

(p,q) = ﬁp(@)Q(w@.)w(w)
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Error of Approximation

X dx—jf( )dx+jf( )da:+jf(:z:)dx:

f(a)
f( j dt+jf da:+£f£l;jtb?dt=
(

jf:z:dx+
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Numerical Integration

[ f@)dz ~ w f(z,) + w f(z) + w,f(z,) +w,f(z,) + w,f(z,) =

20 el a2
322+13J_ (;\/ ]}

D—2

L322 13\/_ [ 1\/5+2
3
L322 13\/_ [;\/5+2

\1\5

\1\5

~ | =




Example

PDF of the Laplace distribution
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Characteristic function of the Laplace

distribution
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For u =0,b0 =1
PDF

1
f(oz100) = Lesp(-5)

Characteristic function




Approximation

1
ga(a)) B 1+ w
For n=2




Approximation
of the Characteristic Function







Calculations were done in the framework of
the adaptive computational system which

use domain specific programming language
and several general purpose mathematical
tools (e.g. Mathematica, Matlab, Octave).




Theorem

If ¢ is a characteristic function,
then ¢ is positive definite.




Bochner Representation Theorem

A continuous function ¢ : R — C is positive
definite if and only if it is the Fourier

transform of a finite positive measure w1 on
R, that is ¢(:1;) = jexp(—z’taz)d,u(t).




Let us consider a function f : R —» R, then

the necessary, but not sufficient condition

for the function being positive semidefinite
is that:

£(0)=0
f(=) < £(0)
f(—g;) — f(x) for all z € R.




Conclusions

In order to speed up the calculations of the

sum of the independent random variables it

is possible to approximate a given

pro
divisi

oability density by a sum of infinitely

ole random variables and t

nen use the

properties of the infinitely divisible

distributions in order

to calculate the final result.




Instead of convolution it is possible to use
the product of the characteristic functions.
Error estimation can be done by the use of
the inverse Fourier transform and the
Parseval's theorem. Convergence of the
method is guaranteed by the appropriate
theorems about polynomial approximation
of the continuous function by a sum of
fractional polynomials.




